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● (1100)

[Translation]
The Chair (Ms. Lena Metlege Diab (Halifax West, Lib.)):

Good morning, everyone.

I call this meeting to order.
[English]

Welcome to meeting 127 of the House of Commons Standing
Committee on Justice and Human Rights.
[Translation]

Pursuant to Standing Order 108(2) and the motion adopted by the
committee on December 2, 2024, the committee is meeting in pub‐
lic to continue its pre‑study of the subject matter of Bill C‑63.
[English]

Before I welcome the witnesses for the first panel, I have a few
introductory remarks to make.

For those appearing in person, please use your microphone and
your headset. Move it away from the microphone so that we do not
give a hard time to our interpreters. It's also for their safety and
health. For those in the room and those appearing virtually, please
wait to be recognized by the chair.
[Translation]

I'm speaking French right now. The English participants should
be hearing the English interpretation.
[English]

If you did not understand what I just said in French, you do not
have your device turned the proper way. I would ask that you en‐
sure that you have your device turned the right way so that you un‐
derstand the language of your choice and we're not interrupted mid‐
stream.
[Translation]

Please mute your electronic devices.
[English]

If you are appearing virtually, unmute yourself only when you
are recognized by the chair.

I will now introduce our three panellists this morning.
[Translation]

First, we have Frances Haugen.

[English]

She is an advocate for social platform transparency and account‐
ability. She is appearing by video conference.

Marni Panas is a Canadian certified inclusion professional.

From Connecting to Protect, we have Jocelyn Monsma Selby,
chair, clinical therapist and forensic evaluator, by video conference.

I will give each of you up to five minutes to say your introducto‐
ry remarks. I understand that it's a little bit difficult, particularly if
you're on your screen. When you have 30 seconds left, I will let
you know. When the time is up, I will interrupt you as softly and
delicately as possible, whether during your five-minute remarks or
during your answers to members' questions.

I want to let you know that we have Senator Kristopher Wells
with us today. He will be here for the first hour. Welcome, Senator.

I will now ask Ms. Frances Haugen to please start.

You have up to five minutes.

● (1105)

Ms. Frances Haugen (Advocate, Social Platforms Trans‐
parency and Accountability, As an Individual): Thank you for
inviting me today.

You have probably had the opportunity to hear from a lot of peo‐
ple about the harms of social media, so I will not repeat the laundry
list again. Instead, I'd like to focus on two topics that hopefully will
give context to that testimony and provide urgency for action.

First, I want to emphasize that we are profoundly underestimat‐
ing the severity of social media's impact on children, due to limita‐
tions in how we observe and measure these effects. When re‐
searchers and policy-makers discuss the harmful effects of social
media, they typically point to studies of teenagers documenting
rates of self-harm, eating disorders and declining mental health
among 16-year-olds, but these studies are echoes of the past, cap‐
turing the aftermath of social media exposure that began years ear‐
lier, typically around 12 or 13.
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What's alarming is that when we talked to today's 12-year-olds
and 13-year-olds, we discovered that they started on social media
around age eight or nine. In 2022, 30% of American children be‐
tween the ages of seven and nine were already active on social me‐
dia platforms. That number is probably higher today. This creates
what I call the telescope effect of our understanding of social me‐
dia's impact. Like astronomers observing distant galaxies, we're al‐
ways looking at information about the past: how social platforms
were designed in the past, past usage patterns. This may be okay
when we look at the stars, because the heavens change slowly, but
when we examine the digital lives of teenagers, their rapidly chang‐
ing world means that we end up continually surprised that rates of
harm keep going up.

A seven-year-old is influenced and impacted in a meaningfully
different way than a 13-year-old is. The children starting social me‐
dia use today are doing so at ever younger ages, during even more
crucial developmental periods and with even more sophisticated
and engaging platforms than today's teenagers whom we're current‐
ly studying. If we don't act, we're on track to wake up in 10 years to
realize that we've fundamentally altered a generation's development
in ways that we failed to anticipate or prevent.

My second point concerns the emerging and under-reported
threat of the rise of AI avatars and their impact on children's social
development. These AI avatars are sophisticated virtual compan‐
ions. They use artificial intelligence to engage in conversation, re‐
spond to emotions and build what feel like genuine relationships
with users. They're designed to be always available, eternally pa‐
tient and perfectly attuned to their users' interests and needs.

The leading provider of these AI avatars proudly announces that
the average user—predominantly children under 18—spends two
hours daily interacting with these virtual companions. This statistic
should alarm us. Learning to navigate real human relationships is
inherently challenging and sometimes uncomfortable. It requires
compromise, patience and the ability to engage with others' inter‐
ests and needs, not just our own. AI avatars, in contrast, offer a path
of least resistance. They never disagree uncomfortably. They never
have conflicting needs, and they never require the complex emo‐
tional labour that real friendships demand.

We need to expand our understanding of what constitutes social
media. These AI-driven spaces represent a new frontier of potential
harm, where the artificial ease of virtual relationships further erodes
children's ability and motivation to build genuine human connec‐
tions. If we don't act now to understand and regulate these tech‐
nologies, we risk being blindsided by their effects, just as we were
with social media platforms.

In conclusion, the problems we're seeing with social media are
reflections of broader societal issues. The adults most negatively
impacted by social media are often those already marginalized in
our society, whether geographically, physically or economically.
While in-person socialization carries real costs in terms of trans‐
portation, activities and time, online socialization appears free at
first. The true cost is paid in terms of mental health, development
and human connection.

Similarly, and perhaps most critically, the children most likely to
become deeply enmeshed in these virtual worlds, whether tradition‐

al social media or AI-driven spaces, are likely to be our most vul‐
nerable and marginalized youth. These are often the children with
fewer opportunities for in-person social interaction, fewer resources
for supervised activities and fewer adult mentors to guide them
through the challenges of growing up or to provide context and
support when they face online harm.

We must act now to ensure that children have appropriate and
safe digital spaces, because their ability to meaningfully build rela‐
tionships and connect will shape the world we all live in for
decades to come.

Thank you.

The Chair: Thank you very much.

I will now ask Ms. Panas to please proceed.

Ms. Marni Panas (Canadian Certified Inclusion Professional,
As an Individual): I am Marni Panas. I use the pronouns “she” and
“her”. I am a Canadian certified inclusion professional. I led the de‐
velopment of diversity and inclusion activities at Alberta Health
Services, Canada's largest health care services provider. I am the di‐
rector of DEI for one of Canada's most respected corporations, and
I am the board chair for the Canadian Centre for Diversity and In‐
clusion.

Today, I am speaking on behalf of myself and my own experi‐
ences. I'm here to vehemently defend every Canadian's right to
freedom of expression, the foundation of our democracy. However,
I and millions like me do not have freedom of expression, because
it is safer to be racist, homophobic, sexist and transphobic online
than it is to be Black, gay, a woman or transgender online. Online
hate is real hate. It descends into our streets. It endangers Canadi‐
ans in real life.

In September 2021, I took the stage at a university in my home‐
town of Camrose, Alberta, to deliver a lecture on LGBTQ2S+ in‐
clusion, a lecture I've delivered to thousands of students, medical
professionals, and leaders around the world. While I was on stage,
unbeknownst to me, a student, like many other youth who have
been radicalized by online hate, was livestreaming my presentation
on Facebook and several far-right online platforms. By the time I
got off stage, thousands of people were commenting on my appear‐
ance, my identity and my family. The worst of the comments in‐
cluded threats to watch my back. My next lecture was cancelled.
Police escorted me off campus for my own safety.
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In March 2023, I was invited to participate on a panel celebrating
International Women's Day to raise awareness for an organization
in Calgary that works to protect women and children from domestic
violence. Because of the many online threats of violence directed
towards me, the Calgary Police Service and my employer's protec‐
tive services unit had to escort me in and out of the Calgary Public
Library, where the event was being held.

Last February, emboldened by the introduction of anti-trans leg‐
islation in Alberta, people harassed and threatened me and others
online at levels I had never experienced before, even trying to in‐
timidate me by contacting my employer. I'm grateful for the support
of my current employer, who once again had to step in to have my
back.

It is rarely the people spewing hate online who are the greatest
threat, but words are never just words. It is the people who read, lis‐
ten and believe in hate speech who become emboldened to act on
what's been said. These words and the actions they fuel have fol‐
lowed me to my community, my workplace and even my doorstep.
The impact of this relentless harassment for simply living my life
publicly, proudly and joyfully as me has profoundly impacted my
mental health, my well-being and my sense of safety where I live
and work, leaving me withdrawn from the communities I cherish
and leaving me wondering every time someone recognizes me on
the street whether this is the moment where online hate turns to real
physical violence. I feel far less safe in my community and in my
country than I ever have before.

No, I don't have freedom of expression. There is a cost to being
visible. There is a cost to speaking out. There is a cost to speaking
before you today, knowing that this is being broadcast online. Most
often, the cost just isn't worth it. The people all too often silenced
are those who desperately need these online platforms the most to
find community and support. This is made worse when the same
platforms allow disinformation to be spread that aims to dehuman‐
ize and villainize LGBTQ2S+ people, contributing to the signifi‐
cant rise in anti-LGBTQ2S+ violence as highlighted by CSIS this
past year.

The status quo is no longer acceptable. Platforms need to be held
accountable for the hateful content they host and the disinformation
they allow to spread. The federal government needs to act. We can't
wait. I've been called brave, courageous and even resilient, but I'd
rather simply just be safe. People have a right to freely exist with‐
out fear because of who they are and whom they love. This is need‐
ed in online spaces, too. In fact, our communities and our democra‐
cy depend on it.

Uphold freedom of expression. Pass Bill C-63, and protect us all
from online harms.

[Translation]

Thank you.
● (1110)

The Chair: Thank you as well.

[English]

I now turn to Jocelyn Monsma Selby, please.

Dr. Jocelyn Monsma Selby (Chair, Clinical Therapist and
Forensic Evaluator, Connecting to Protect): Honourable Chair
Diab and all member of the Standing Committee on Justice and Hu‐
man Rights, thank you for the opportunity to be here today.

My first point is that, in Canada, our current legal framework ad‐
dresses child sexual abuse and exploitation via the Criminal Code
and the law for protection of children from sexual exploitation.
However, we should not be relying on a broad duty of care by any
Internet platform. There should be law requiring the identification
and immediate action to report and take down illegal sexually ex‐
plicit images. We need regulation that is fit for purpose and safety
by design.

My second point is this. Bill C-63 reads, “reduce harms caused
to persons in Canada as a result of harmful content online and en‐
sure that the operators of social media services...respect...their du‐
ties under that Act.” This is a glitch. All Internet platforms need ac‐
countability, not just social media sites. It takes just three clicks to
find child sexual abuse imagery or child sexual exploitation materi‐
al on the regular Net, and this includes images generated by artifi‐
cial intelligence found through accessing many, many online plat‐
forms, including the dark web. These IPAs are disguised within
websites and embedded in emojis and hidden links, requiring the
viewer to follow a digital pathway that can disappear as quickly as
the next link is clicked on.

In 2022, the IWF found a 360% increase in self-generated child
sexual abuse reports of seven-year-olds to 10-year-olds, more
prevalent than non-self-generated content. This trend has continued
into 2023, when the IWF hashed 2,401 self-generated sexually ex‐
plicit images and videos of three-year-olds to six-year-olds. Of
those images, 91% were girls showing themselves in sexual poses,
displaying their genitals to the camera. It's normal for children to
have curiosity, explore their bodies or experiment sexually, but that
is not what the IWF found. What is shocking is the unsupervised
access of children using digital devices.

My third point is with regard to guidelines respecting the protec‐
tion of children in relation to regulating services and age of consent
to data processing and in using social media. There is a duty to
make certain content inaccessible. Caution should be used in pass‐
ing regulation based on precedents set out in other countries. We
need to look in turn at all the international laws, treaties and con‐
ventions. A single guiding principle is in article 5 of the UNCRC,
concerning the importance of having regard for an individual
child's “evolving capacities” at any moment in time in their interac‐
tions with the online world.
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My fourth point is the establishment of a digital safety office of
Canada, a digital safety commission and a digital safety om‐
budsperson. Could Canada benefit by establishing an online safety
office and a children's commissioner or ombudsperson? The answer
is yes, and several countries have been blazing a trail for us. These
countries are part of a global online safety regulators network that
aims to create a coordinated approach to online safety issues.
Canada, sadly, is not at the table.

Last week, I was invited to attend a global summit in Abu Dhabi,
sponsored by WeProtect and the UAE government. I was the only
child protection representative from Canada, and I'm a self-funded
third party voice.

I have a few final thoughts.

It took 50 years from the development of the Gutenberg Press to
develop 20 million books. It took Ford 10 years to develop 10 mil‐
lion Model Ts. It took Playboy approximately two years to sell over
a million copies each month. It took the global Internet in 1995 two
years to develop 20 million users. It took Facebook 10 months to
reach one million users. Today, Meta's ecosystem—including Insta‐
gram, WhatsApp and Messenger—has approximately 2.93 billion
daily active users.
● (1115)

We need to close the gap between the rapid development and ac‐
cess of the Internet and needed regulation. We cannot have a con‐
tinued partisan approach, lacking civility, to develop the important
regulations needed to protect children and vulnerable individuals.

The Chair: Thank you very much.
Dr. Jocelyn Monsma Selby: Thank you for the opportunity to

appear today.
The Chair: You'll be able to answer questions as well.

We will start with our first six-minute round.

I will ask Ms. Ferreri to please start.
Ms. Michelle Ferreri (Peterborough—Kawartha, CPC):

Thank you so much, Madam Chair.

Thank you to our witnesses.

We're talking here about one of the most serious bills, I think,
that have come before Parliament, certainly in my time and many
others' time. That is Bill C-63.

I want to start with you, Ms. Selby. This is on record from the
Canadian Constitution Foundation:

“Bill C-63 combined things that have no reason to go together,” Van Geyn said.
“The issue of the online sexual exploitation of children through pornography is
urgent and serious and should not be lumped in together with the government’s
controversial plans to criminalize all kinds of speech and allow for civil reme‐
dies through the Canadian Human Rights Commission for speech,” she added.

My question for you is this: Shouldn't we have a stand-alone bill
or legislation that protects children from online perverts? Shouldn't
that be its own legislation?
● (1120)

Dr. Jocelyn Monsma Selby: We definitely need regulation to
protect children from sexual exploitation online. I wouldn't use the

term “online perverts”. I think there are many groomers and there
are many reasons that children are exploited on the Internet. There's
obviously a market for it, or it wouldn't be such a problem.

Ms. Michelle Ferreri: I guess I'd push back on that. I would cer‐
tainly call those groomers “perverts”. I guess we just have a differ‐
ence of language, but I see your point.

What I'm trying to ask you is this: Shouldn't we have a stand-
alone policy that enforces laws to protect these children and that al‐
so ensures that social media platforms have a duty of care to ensure
they're not allowing this to happen?

Dr. Jocelyn Monsma Selby: This is where we have a glitch. I
believe all Internet platforms have a duty of care. We need regula‐
tion that is what I would call “best in practice” to protect all chil‐
dren and vulnerable individuals on the Internet. Under the age as‐
surance umbrella, you have numerous tools. If they are legislated to
happen at the device level, everyone gets protected.

Picking and choosing just certain media sites is not the only an‐
swer here. Very few people are protected when you take that ap‐
proach. You need a broader approach to all Internet providers and
all Internet platforms.

Ms. Michelle Ferreri: Certainly. I think we would agree on that,
for sure.

I guess what I'm trying to say is.... There's a bill that the Conser‐
vatives have. It's called Bill C-412. It was put forward by my Con‐
servative colleague. It deals with exactly what you're saying imme‐
diately, as opposed to Bill C-63, where the Liberals have combined
two separate issues that are not targeting the predators online and
the sexual exploitation.

To Ms. Haugen's point, the brains of these young children are
forever changed. There's not a parent out there who isn't concerned
about this.

Dr. Jocelyn Monsma Selby: I view it as child sexual abuse via
digital images. There isn't a child protection expert on the planet
who would agree that it's okay for children to have this kind of ex‐
posure.

Ms. Michelle Ferreri: I agree 100%. I think that's where we're
going with this. Bill C-412 directly deals with this immediately, as
opposed to Bill C-63, which has combined too many issues that
will not hold these perpetrators, whom I will call “perverts”, to ac‐
count, as well as social media platforms that, to your point exactly,
need to have accountability.

Ms. Haugen, I was very interested in your testimony. It was pro‐
found. You hit a lot of nails on the head in terms of the impact so‐
cial media is having on our children and exposing them too young
to this. Without mandatory parental controls or algorithmic ac‐
countability in Bill C-63, how do we ensure that platforms are actu‐
ally protecting children?
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Ms. Frances Haugen: That's a great question. Having a positive
duty of care is a really critical component of the Canadian bill, be‐
cause it says you have to be actively thinking about how your prod‐
uct might be misused and be designing proactively for it.

Parental controls can be really powerful. They are one set of
tools, but not all children have parents who understand technology
well enough. Remember, most parents today didn't grow up as a 10-
year-old with a smart phone, or I hope not. It means that we need to
make sure there is, at a minimum, a floor or a net that is catching
all children.

We also need to ask whether we should be putting the obligation
on parents, when they have so much to deal with already, to also
stay abreast of exactly what threat is coming from where and what
setting and toggle they need to put on their phones.

Ms. Michelle Ferreri: Are you familiar with Bill C-412, which
my Conservative colleague put forward?
● (1125)

Ms. Frances Haugen: I don't know all of the details for it.
Ms. Michelle Ferreri: I would love to direct it to you or send it

to you. I think it's addressing what you're saying. It gets to the heart
of the issue quickly and more efficiently than Bill C-63.

I have another question for you. How does Bill C-63 ensure that
platforms understand their obligations without explicit definitions?

Ms. Frances Haugen: That's a great question.

One of the challenges when writing any kind of Internet regula‐
tion law is that technology moves very quickly. For example, right
now the Europeans are suggesting things like banning addictive
features. In technology, it can be really hard to define what an ad‐
dictive feature is. If I say, “This is the thing you're not allowed to
do”, what usually happens is that either the definition is specific
enough to be easy to understand, in which case the tech companies
immediately just do a slight twist and say, “Well, it's not in any‐
more”, or you have a situation where you write them at such a high
level that you have to ask what it means to have an addictive fea‐
ture.

Duty of care is a nice, flexible in-between where you say, “Hey,
you need to be demonstrating proactively that you're looking out
for the needs of children and designing safety by design.”

The Chair: Thank you very much.

We'll now move to the next six minutes, please.

Ms. Dhillon.
Ms. Anju Dhillon (Dorval—Lachine—LaSalle, Lib.): Thank

you, Madam Chair.

Thank you to all of our witnesses for being here this morning.

I'll start with Ms. Marni Panas.

Ms. Panas, I'm very sorry about what you've gone through: not
being able to express yourself and also being threatened for who
you are. Can I please ask you if you think that having freedom of
expression includes this kind of hatred that you have faced? Please,
can you elaborate a little bit?

Ms. Marni Panas: I have so many privileges that I actually do
okay. That's with all of my privileges. I can't imagine children and
youth and people who don't have privileges like the support of my
employer and the people around me. That's with all of those sup‐
ports.

There is freedom of expression, but there are consequences. We
all have consequences for speaking. You folks in the House of
Commons can't just say anything in the House of Commons with‐
out some consequence. That has to occur online, and it has to occur
in all of our spaces.

Today, again, I do not have freedom of expression. Even just vis‐
ibly posting a picture of my partner and me being happy, dancing at
a concert, comes at a cost. That cost is often ridicule. That cost
turns into harassment. Then that cost turns into people believing the
disinformation that is spread online, which leads to policies that re‐
strict my ability to even participate fully in society. It goes so far.
This is for somebody who has all of the privileges that I have.

Ms. Anju Dhillon: I don't know if you had the chance to hear
last week's testimony when Jane Doe came. It was a very painful
testimony. It was painful for all of us to hear what kind of evil can
exist in this world.

These parents came. There was one parent whose child was part
of the armed forces and committed suicide. They're begging. We're
talking about how parents should not be held responsible, com‐
pletely responsible, because there's also a duty on governments and
the platforms. We know that Bill C-63 applies to all online plat‐
forms. They're begging for us to do something as quickly as possi‐
ble to mitigate the damages that are already done and that could
come in the future.

We keep hearing things about regulatory bodies and delays. Do
you not think that, at this point, it's better to pass something rather
than nothing? Nothing is perfect, but at least something can give
you support. We can give you support.

Ms. Marni Panas: Yes, I'm not sacrificing the good for perfec‐
tion. The good needs to happen now.

The fact is that if online platforms honoured their own standards
of practice and the community standards they already have in place,
we probably wouldn't be here. They all come out with these great
standards of practice, but any time I report anybody not following
those, they're ignored. We're ignored. We need something now.
Lives are being lost to this.

What's important is that there are a lot of youth who find com‐
munity in online platforms. That's essential when you think of rural
populations and when you think of people like myself. The very
first time I found somebody like me, when for the first time in my
life I realized that I'm not alone and that there are other people like
me, was a life-saving moment for me. That was 20 years ago, when
the Internet first started. That saved my life.
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We need to protect those environments for youth and people to
find social connection in a healthy and meaningful way. That has
been robbed from them. The impact of that is violence, death, isola‐
tion, loneliness and having to hide the most important parts of your
identity. That needs to change now. We can no longer wait. Too
many lives have been interrupted. Too many lives have been lost
because of the harms experienced online.

● (1130)

Ms. Anju Dhillon: I'll continue with a story that just came out
about an AI chatbot that encouraged a child to commit suicide. It
was saying, “Come home. Come home, my king.” He was 14. He
had become addicted to the chatbot because that was his only
friend. I guess he didn't have many real-life friends.

Can you talk to us a little bit about how you see this going for‐
ward in terms of the addiction children have towards social media
platforms, chatbots and things like that?

Ms. Marni Panas: When I was growing up as a child in rural
Alberta, I got really good at being alone. I got really good at keep‐
ing my secrets—the secrets of my gender identity—because that
was where my secrets were safest. I know that many youth are like
that even today.

Having somebody, whether real or artificial, reach out and show
some attention feels good. It feels validating. Then you start to seek
it out. That's where the dangers lie. That might be your only place
for that validation, which then leads to significant harms and vio‐
lence. That is who I'm concerned about.

Ms. Anju Dhillon: Thank you so much, Ms. Panas.

Ms. Haugen, I think you wanted to jump in as well. Please go
ahead.

Ms. Frances Haugen: I was going to say that I think “addiction”
is maybe not the exact word. People form relationships. We form
relationships with those we spend the most time with. In the case of
the child who killed himself, it wasn't so much that he got addicted,
but he fell in love with this person he talked to every day for hours
and hours. The reality is that if you had intimate conversations
where you always felt safe with someone and they always validated
you, you might fall in love with them too.

It wasn't that the child didn't have any friends. I worry that some‐
times we look at these issues around relationships with AI and say,
“Oh, that person must be so pathetic. You'd only turn to an AI if
you had nothing else.” His parents didn't know anything was
wrong. All they found out was what they saw on his phone after‐
wards. He lamented that he would never be able to live a life with
this person he had fallen in love with.

The Chair: Thank you very much for that.

[Translation]

Mr. Fortin, you have the floor for six minutes.
Mr. Rhéal Éloi Fortin (Rivière-du-Nord, BQ): Thank you,

Madam Chair.

My first question is for Ms. Panas.

I understand that you've looked at Bill C‑63, which provides for
the creation of three bodies, including an ombudsperson's office
and a commission.

How do you assess the effectiveness of the complaint process
with those organizations?

[English]

Ms. Marni Panas: Right now, we do not have a meaningful pro‐
cess in place at all. We can't go online. There are no supports in
place to go to, so we remain silent. We'll just withdraw from the
tools and the platforms if we don't find safety there.

I think not having a place to go is a real problem. When we look
at the processes that will be in place, it's certainly better than leav‐
ing us to try to fend for ourselves on this complex issue. Most peo‐
ple with the experiences I've had don't even bother going through
the platforms, and we have no other recourse.

[Translation]

Mr. Rhéal Éloi Fortin: Do you think the complaint process pro‐
vided for in Bill C‑63 is effective? I'm thinking of complaints made
to the ombudsperson, for instance.

[English]

Ms. Marni Panas: It will be certainly much more effective than
what we have in place today.

[Translation]

Mr. Rhéal Éloi Fortin: Ms. Haugen, could you tell us about the
issue of violations of freedom of expression and privacy? We obvi‐
ously agree that we need to better protect everyone, and especially
our children, on digital platforms, but we must always keep in mind
the problem of violations of freedom of expression. It's a bit of a
juggling act, so to speak.

How do you see it? Does it go too far, does it go far enough, or
should it go further?

How can we protect our freedom of expression and our right to
privacy while protecting our children on digital platforms?

● (1135)

[English]

Ms. Frances Haugen: You have to be very careful when writing
these laws. You can either write them from the perspective of say‐
ing platforms are responsible for disclosing risk and demonstrating
progress to reduce risk, or you can write them to say that every in‐
stance of hate speech has a penalty. The challenge with the latter
kind, where you say you have a zero-tolerance perspective—no
hate speech—is that computers can't accurately and reliably identi‐
fy what is okay and what is not okay. What it will mean is things
like erasing trans people from the Internet, because it can't tell
whether a comment is hateful. It would mean erasing religious mi‐
norities: Can you talk about religion confidently if there is
a $40,000 violation for the platform?
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As long as the law stays within the bounds of saying you must
disclose what risks you believe exist and demonstrate your
progress, that can be okay, but we need to be careful not to believe
that we can erase hate from these platforms without accepting that
we will also erase lots of legitimate speech, because the computers
are just not that smart.

[Translation]
Mr. Rhéal Éloi Fortin: I'll quickly read the definition of “inti‐

mate content” proposed in Bill C‑63:
(b) a visual recording…that falsely presents in a reasonably convincingly man‐
ner a person as being nude or exposing their sexual organs or anal region or en‐
gaged in explicit sexual activity, including a deepfake that presents a person in
that manner, if it is reasonable to suspect that the person does not consent to the
recording being communicated.

That seems like a rather long definition that seeks to cover a
number of areas. Maybe I wouldn't have done any better. So it's not
really a criticism.

Do you think that's a good definition, or should it be amended
differently?

[English]
Ms. Frances Haugen: The issue of non-consensual intimate

partner images—some call this “revenge porn”—is an example
where we accept that the computer will get it wrong and be more
aggressive. It sometimes might take down an image of a person
who looks very similar to that person. It's one of these questions
around whether we accept false positives and false negatives. Hav‐
ing a broader definition for something like that is okay if the conse‐
quence is that a little bit of pornography disappears from the Inter‐
net.

For things that are more controversial topics, that's where relying
on censorship is much harder, because the scope, the complexity
and the diversity of ideas are so broad, and it's much harder for
computers to do than just trying to identify whether this is the same
person and this is the same image as what was reported. You're
matching one-to-one instead of one-to-many.

[Translation]
Mr. Rhéal Éloi Fortin: When it comes to deepfakes, do you

think there are any effective measures we can take to combat this
problem, and if so, what are they?

[English]
Ms. Frances Haugen: This is a great example of where safety

by design and having disclosure on how platforms operate are so
important, because it is unlikely that we will be able to reliably
identify whether an image is real or a deepfake; the computers will
keep getting better and better at making these. That means we need
to, instead, ask questions about whether we are weaponizing the
platforms or making ourselves vulnerable to people abusing these
images.

The Chair: Thank you.

Mr. MacGregor, go ahead, please.
Mr. Alistair MacGregor (Cowichan—Malahat—Langford,

NDP): Thank you very much, Madam Chair.

I'd like to thank all the witnesses who have joined us today to
help guide the committee through this study.

Ms. Panas, I'd like to start with you.

Thank you for showing up today and explaining just how your
previous experience—your life experience—makes this approach a
very important thing for our committee to consider. Often, when a
party comes forward with a policy idea on regulating the Internet or
online spaces, the first charge levelled against policy-makers is that
they're taking away freedom of speech and freedom of expression,
but I think you have quite clearly explained how, by not doing any‐
thing.... The status quo is actually affecting your freedom of expres‐
sion right now.

I want to talk about this concept of a public space or the public
square. When we're in a room, like we are right now, everyone has
an equal voice and we can all hear each other equally, but in an on‐
line space, especially on social media platforms, the platform itself
is not a passive bystander. It can actively promote content, or it can
actively put it down into certain corners and it can direct people to
certain dark corners of the Internet.

My other committee is the public safety committee. We've been
looking at how our foreign adversaries make use of online plat‐
forms to spread disinformation, and there's quite a lot of overlap
with the subject matter we're dealing with today. We've had wit‐
nesses at that committee talking not only about whether we need to
take a law approach or a regulatory approach, but also about trying
to instill a digital literacy strategy.

Do you have any thoughts on equipping Canadians with the
skills they may need to navigate the online space?

● (1140)

Ms. Marni Panas: Thank you so much for the question and for
the comments of support.

Yes, it is scary being here. It's not scary because of you folks—
you folks are pretty friendly—but I know the moment I leave this
space.... I know the people who are watching me right now, and
what it will mean to me online. It's terrifying, quite honestly.

This is such a complex issue. The Internet is so complex. Litera‐
cy is part of it. We need a multi-faceted approach to supporting this.
We need education supports, but certainly online accountability as
well.

You know, when I think about literacy, it's a really interesting
word. X, for example, has banned the word “cis”—“cisgender”, for
example. It's a Latin word. It's essentially a biological and chemical
term, often rooted in science, that has been banned because of the
implications of denying transgender people's existence. That's the
whole purpose.

Literacy would rely on the platforms to actually use language
that is appropriate, rather than ban language, which serves to actu‐
ally eliminate me from society. The people need the literacy, but the
platforms have to be held accountable for ensuring proper literacy.

Mr. Alistair MacGregor: Thank you very much.
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Ms. Haugen, I'd like to turn to you for my next question. We're in
a kind of legislative deadlock right now in the House of Commons.
There's pretty much nothing getting done in our main chamber. It's
been like that since the end of September. In fact, we don't even
have Bill C-63 properly before this committee. This is a prestudy. It
hasn't even passed second reading.

The fact of the matter is that this Parliament is rapidly running
out of runway. Bill C-63 is still a long way away from the Governor
General's desk. You have just talked about how rapidly this technol‐
ogy is evolving. It may be that we don't actually have a proper leg‐
islative approach to this problem for another two or three years.

What are some of the things a future Parliament has to take note
of? We have this draft of Bill C-63, but what are some of the other
things we may need to think of in a future piece of draft legislation?

Ms. Frances Haugen: One of the reasons I'm so excited about
the approach Canada took was that you guys did more rounds of
citizen assemblies than anyone else in the world did. You actually
had conversations. Groups of Canadians went and argued about
trade-offs on how to approach the Internet. This is what came out,
other than the hate speech attachments that have been added on at
the end. As a result, I think the bill overall is pretty resilient. It ad‐
dresses a bunch of core things that need to be addressed.

The place where I would encourage you guys to be a little more
open-minded or to do a little more future-proofing would be to en‐
sure that the concept of what is a social platform is able to evolve.
For example, virtual reality is easy to laugh at right now. If you go
walk around Meta Horizon Worlds, which is Facebook's virtual re‐
ality space, it's overwhelmingly full of people under the age of 12.
Age assurance is important for that reason. Those who talk to AI
chatbots are overwhelmingly under the age of 18.

Think a little more expansively about what it means to be social,
because children are starting to say.... Games are another space that
is effectively social networks. As long as you're thinking a little bit
more expansively about what's under the tent, the structure overall,
and saying that we need to have a proactive duty of care and we
need to care about transparency and these issues, that is what's im‐
portant.
● (1145)

Mr. Alistair MacGregor: I have just a few seconds left in this
round. Let me close by saying that, again, at my public safety com‐
mittee, we have had witnesses who are complete and total experts
in the AI space, and its rapid pace of development leaves them
greatly concerned.

Ms. Frances Haugen: I would love to talk to your committee,
because I worked in that space at Google.

Mr. Alistair MacGregor: We'll keep you in mind.

Thank you.
The Chair: Thank you very much.

Now we'll move to our second round.

We will go to Mr. Brock for five minutes, please.
Mr. Larry Brock (Brantford—Brant, CPC): Thank you,

Chair.

I thank the witnesses for their attendance. I echo the commentary
of my colleague Ms. Ferreri that this is such an important discus‐
sion we're having today.

Just to clarify, Ms. Haugen, I heard you say that you are not fa‐
miliar with Bill C-412, which ostensibly achieves the same result in
terms of keeping kids safe online. We get to it in a vastly different
way versus Bill C-63. It's unfortunate that you haven't had a chance
to review that.

Can the same be said for you, Ms. Selby, that you are not famil‐
iar with Bill C-412?

Dr. Jocelyn Monsma Selby: I've only glanced at Bill C-412. I
haven't looked at all the in-depth recommendations.

Mr. Larry Brock: Thank you.

Ms. Panas, have you had a chance to look at Bill C-412?

Ms. Marni Panas: I have at a very high, tertiary level, but not
deeply, no.

Mr. Larry Brock: Okay.

I'll start with you, Ms. Panas. I listened very carefully to your
opening statement. You reiterated in some of the questions put to
you that ultimately you feel safe in this environment, but the same
cannot be said when you actually leave this building. You talked
about various avenues of online harassment.

Let's face it: That's the reality Canadians are facing. It's not nec‐
essarily just children and teenagers. It's also adults. There is a legal
definition of criminal harassment in the Criminal Code of Canada,
but what's sadly lacking in the Criminal Code of Canada is provi‐
sions to deal with online harassment. Sadly—and this is a direct in‐
dictment against the Liberal government—Bill C-63 contains no
provisions at all that deal with online harassment. Bill C-412 does.
I don't know if you've had a chance to dive into Bill C-412 to take a
look at the provisions that deal with online harassment.

The question I put to you, Ms. Panas, is this: Do you think law
enforcement and judges should have more tools to provide “no con‐
tact” orders for criminal harassment online? Do you think that's a
good idea?

Ms. Marni Panas: Look, to even get to a situation where I have
the courts involved and police involved would require me—a per‐
son who is already unsafe online, a person who is already facing
enormous costs just in being visible—to have to report that, to have
to be believed by the police in the first place that these things are
happening, and to have to address all the biases that are inherently
built in law enforcement against trans people. I'm more likely to
just do nothing and probably withdraw. That is the consequence.
You can give them all the tools they want, but that requires report‐
ing and that requires people to believe and to have a safe process.



December 12, 2024 JUST-127 9

Bill C-63 provides means for us to be able to do that in a way
where I feel I would be believed for the first time, I would be sup‐
ported for the first time and I would find some avenue to get that
far.

By the time it's gone to the police—
Mr. Larry Brock: I'm going to interrupt you there.

Bill C-63 does not provide an avenue for you to deal with online
criminal harassment. It is a glaring oversight. Bill C-412 provides a
ready, able mechanism that addresses some of the concerns you
deal with.

I just wanted to highlight that to you and encourage you to re‐
view that.

Ms. Marni Panas: Sure.
Mr. Larry Brock: I'll move on now to Ms. Haugen—
Ms. Marni Panas: I'm sorry, but I have to question you on that.

The best thing we can do is avoid these online harms happening in
the first place. By the time they get to the police and the courts,
we're too late.

Mr. Larry Brock: I agree. Thank you.

Ms. Haugen, I heard your comments on AI avatars. Do you think
it's important to have a broad definition of online operator with re‐
gard to the responsibilities tech company operators have, and how
their products interact with children, in order to ensure that techno‐
logical advancements don't outpace protections for children?
● (1150)

Ms. Frances Haugen: I think we've seen really strong approach‐
es out of places like the U.K. They have standards like “reasonably
likely to encounter” versus products that are designed for children.
We need to think expansively around that access question and
around what it means to be social. For any spaces where extensive
communication takes place, where kids have ongoing relationships
that are facilitated by technology, we want to make sure they are fu‐
ture-proofed under a similar umbrella.

Mr. Larry Brock: Thank you.

I believe that's my time.
The Chair: Yes. Thank you very much.

We will now go to MP Maloney for five minutes, please.
Mr. James Maloney (Etobicoke—Lakeshore, Lib.): Thank

you, Madam Chair.

I want to thank all the witnesses for being here today. There's a
lot to cover.

Ms. Panas, I'll start with something you said. You talked about
feeling comfortable and feeling safe online. Last Christmas Day, I
posted a video. I was standing in front of a Christmas tree at a com‐
munity centre wishing everybody a merry Christmas. The first five
or six or 10 comments were, “I hope you lose the next election”,
“Rot in hell”—blah blah blah—and those were the nice ones. But I
sloughed it off. I have big shoulders. It doesn't matter. That's not
what this bill is about. This bill is about protecting people who
don't have that ability and who are the most vulnerable.

I want to pick up on what Mr. Brock was trying to do. I want to
thank you for your answers about the difference between Bill C-63,
which you support, and Bill C-412, which I consider to be.... Well,
it doesn't matter what I think. We've had witnesses who have said
it's far too narrow and doesn't accomplish the goals we're trying to
achieve here. One witness said that she thought it confused tort law
with criminal law, which I agree with.

I want to deal with this right off the bat. If something is posted
online that's offensive and that involves some of the things we're
talking about—I won't use the examples—Bill C-63 provides a
method to have it taken down from the Internet right away. Contrast
that with the so-called solution of Bill C-412, which would require
somebody to go out and retain a lawyer, put together some sort of
application or motion, go before a judge and try to convince him or
her that this should be taken down.

First of all, you're dealing with people who are the most vulnera‐
ble, who don't know how to find a lawyer, who can't afford a
lawyer, who have to find a lawyer who knows how to deal with this
and appear before a judge who has no expertise in this. It's an in‐
sulting joke dressed up as policy. It's not effective. I'd like to get
that off the table.

I'm assuming you agree with that, Ms. Panas. You've already
highlighted the importance of having the ability to deal with this
quickly.

Ms. Marni Panas: I couldn't agree more. If you think putting
yourself in front of a Christmas tree is giving you some grief on‐
line, I encourage your Conservative colleagues to tweet support for
trans people and trans rights, say that trans women are women, and
see what kind of hate and abuse they get. That's what I live with
every day. You folks get to walk out of here, take off your MP hats
and be okay. I don't get to take off my trans identity and be cis for
the rest of the day just because life is hard. My life is hard all day,
every day.

That would mean trying to find a judge or lawyers or police who
will even believe me that this thing even occurred. It's not possible.

Mr. James Maloney: Right. Thank you.

Ms. Selby, I want to move over to you. I took your comments to
mean that you're in support of the digital safety commission and the
ombudsman. You're in support of this process, which would pro‐
vide a mechanism to respond and act quickly. Is that right?

Dr. Jocelyn Monsma Selby: Absolutely.

Mr. James Maloney: Okay.

It also means, as you quite accurately pointed out, that it pro‐
vides consistency around the world. If you go with the court ap‐
proach, you'll have the challenges we just talked about, and it also
won't be consistent with what happens in the U.K., Australia and
other countries around the world, whereas now you're creating a
group of people across the globe who have expertise in this and you
can address the problem. That was your point, I take it.

Dr. Jocelyn Monsma Selby: Absolutely.
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I also want to make one other point. In Holland right now,
they've experienced that for sexually exploitive material.... It will
take three days to take down child sexual exploitation material, but
terrorist material is taken down immediately, within an hour. We
know that some of the online platforms can take down sexual ex‐
ploitation material as soon as it is identified, within an hour. How‐
ever, if regulation isn't put in place, the sexual exploitation material
takes longer to take down.
● (1155)

Mr. James Maloney: Thank you.

We've heard from witnesses already who have lived through hor‐
rific experiences with their children and families, who have tried to
use the courts and the criminal process to address this and who
have tried to do it directly with the social media platforms. It sim‐
ply doesn't work. That is why the digital safety commission and the
ombudsperson are so critical, so that it can be responded to quickly.

Ms. Selby, I take it you support part 1 of Bill C-63.
Dr. Jocelyn Monsma Selby: Yes, I do. It's consistent with other

countries in the world. It's consistent with Australia. I have a whole
list of countries, if you want them.

Mr. James Maloney: Thank you.
The Chair: Thank you very much.

We will now go to our final two and a half minutes. We have
Monsieur Fortin, followed by Mr. MacGregor.

Go ahead, Monsieur Fortin.
[Translation]

Mr. Rhéal Éloi Fortin: Thank you, Madam Chair.

I want to go back to Ms. Haugen, this time on the issue of private
messaging. It was discussed that it should be included in Bill C‑63,
and it was proposed that certain obligations be imposed on social
media companies, including:

…reporting unusual friend requests from strangers in remote locations…remov‐
ing invitations to expand one's network through friend recommendations based
on location and interests…providing easy-to-use complaint mechanisms…pro‐
viding user accountability tools, such as account blocking.

All that seems reasonable to me, but the fact remains that we're
talking about breaking into individuals' private messages. I have the
same question about freedom of expression and privacy: Aren't we
going too far? Shouldn't private messaging be left private, or is
there really a need for provisions to enable the owners of these ad‐
dresses to better control what goes on there and the messages their
users receive and send?
[English]

Ms. Frances Haugen: I think people should have the right to en‐
crypted, secure private messages, but that doesn't mean platforms
get carte blanche to do whatever they want in how they design
these services or how people behave once they're on them.

I'll give you an example. You want to exclude things that say you
must take down individual pieces of content from encrypted mes‐
saging, because that requires breaking encryption. But if you say,
“You need to articulate what you believe the risks are of how your
product is designed today and have a plan to address them”, that

leads to things like what Instagram did maybe two months ago.
They said, “We're going to make all under-16 accounts private, be‐
cause we found that adults were contacting these children.”

That's an example of a behaviour and design intervention, not a
content intervention, involving private messaging.

[Translation]

Mr. Rhéal Éloi Fortin: Thank you, Ms. Haugen.

I have a few seconds left, Dr. Selby. Quickly, what do you think?

[English]

Dr. Jocelyn Monsma Selby: I think all platforms need to have,
as Ms. Haugen so articulately said, a duty to articulate what they're
going to do as far as their “safety by design” is concerned. I think
that's the term we need to use here.

[Translation]

Mr. Rhéal Éloi Fortin: Thank you to all the witnesses.

[English]

The Chair: Thank you.

Mr. MacGregor, go ahead, please.

Mr. Alistair MacGregor: Thank you, Madam Chair.

Ms. Haugen and Ms. Selby, I'd actually like to continue on that
same subject. One of our previous witnesses, the Canadian Centre
for Child Protection, is expressly calling for private messaging ser‐
vices and certain aspects of private messaging features to be subject
to regulation.

It's hard. To give a personal example, I have 12-year-old twins.
We have them on Messenger Kids. We started them off with iPads.
We're not prepared to go to the cellphone yet. I'm sure I'm going
through what a lot of parents are going through. This is the new
frontier. When they get their own cellphones, how can I be sure that
those messaging services will be protecting them?

Ms. Haugen, you cited Instagram, but are social media compa‐
nies doing enough? Do we need to take this regulatory approach?

I'd just like to hear both of you—Ms. Haugen first, and then Ms.
Selby—offer a little bit of context.

● (1200)

Ms. Frances Haugen: The only reason Instagram took those ac‐
tions—they knew they could have taken those actions a decade
ago—was that they were afraid of laws like this one. They were
afraid of Australia banning access to social media for under-16s.
They were afraid of the lawsuits that are happening in the United
States.
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You have to put them in situations where they are afraid of con‐
sequences, because of the amount of money to be made from cut‐
ting corners and from maximizing the number of connections, no
matter the risk for these kids and no matter how addictive this is,
for advertising dollars. They have to face consequences if you want
them to behave well.

To the second question, on how we keep encrypted messaging
secure, we need to think a little more expansively. For example, if I
am a child on an encrypted messenger and an adult sends me a
lewd image—I did not ask for it and I do not want it—I should
have the ability to report that adult. No encrypted messaging has
been violated by me reporting that adult. Platforms should have an
obligation to take people off their platforms who contact children in
that way.

Mr. Alistair MacGregor: Thank you.
The Chair: You have 30 seconds.
Mr. Alistair MacGregor: I just want to give Ms. Selby the final

30 seconds to comment.
Dr. Jocelyn Monsma Selby: I agree 100% with Ms. Haugen—

absolutely—but I think we need to go bigger. The umbrella needs
to extend, as I mentioned in my discussion, to say that all Internet
sites need regulation, because this duty of them taking responsibili‐
ty early has not happened. As Frances says, it only happened be‐
cause they were worried about regulation coming forward like this.

The Chair: Thank you.

Thank you very much to all of the witnesses for appearing today,
in person and on the screen. I will simply add that if there's any‐
thing else you'd like to send to us—anything you wanted to say but
didn't get an opportunity to say today—please do so through the
clerk in writing.

With those words, I'll suspend for two minutes while we get the
next panellists ready.

Thank you so much.

● (1200)
_____________________(Pause)_____________________

● (1205)

The Chair: We will now resume for our second panel.

[Translation]

Appearing as an individual, we have Andrew Clement, professor
emeritus, Faculty of Information, University of Toronto, by video
conference.

[English]

I hope that everybody is able to understand both languages and
that you've selected the right language of your choice at the bottom.

[Translation]

We also have Guillaume Rousseau, full professor and director of
Applied State Law and Policy Programs at the Université de Sher‐
brooke. He is participating in the meeting by videoconference.

● (1210)

[English]

From the Canadian Constitution Foundation, we have Joanna
Baron, executive director. She is here in person.

Please wait until I recognize you by name before speaking.

Each panellist will be allowed up to five minutes for opening re‐
marks.

Mr. Clement, please commence with your opening remarks. You
have up to five minutes.

Professor Andrew Clement (Professor Emeritus, Faculty of
Information, University of Toronto, As an Individual): Thank
you, Madam Chair and committee members, for the opportunity to
contribute to your important prestudy of Bill C-63, the online
harms act.

I'm Andrew Clement, a professor emeritus in the faculty of infor‐
mation at the University of Toronto, speaking on my own behalf.
I'm a computer scientist by training and have long studied the social
and policy implications of computerization. I'm also a grandfather
of two young girls, so I bring both a professional and a personal in‐
terest to the complex issues you're having to grapple with.

I will confine my remarks to redressing a glaring absence in part
1 of the bill—a bill I generally support—which is the need for algo‐
rithmic transparency. Several witnesses have made a point about
this. The work of Frances Haugen is particularly important in this
respect.

Social media operators, broadly defined, provide their users with
access to large quantities of various kinds of content, but they're not
simply passive purveyors of information. They actively curate this
content, making some content inaccessible while amplifying other
content, based primarily on calculations of what users are most
likely to respond to by clicking, liking, sharing, commenting on,
etc.

An overriding priority for operators is to keep people on their
site and exposed to revenue-producing advertising. In the blink of
an eye, they select the specific content to display to an individual
following precise instructions, based on a combination of the indi‐
vidual's characteristics—for example, demographics, behaviour and
social network—and features of the content, such as keywords, in‐
come potential and assigned labels. This is referred to as an “algo‐
rithmic content curation practice”, or “algorithmic practice” for
short.
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These algorithmic practices determine what appears most promi‐
nently in the tiny display space of personal devices and thereby
guides users through the vast array of content possibilities. In con‐
junction with carefully designed interactive features, such curation
practices have become so compelling, or even addictive, that it
holds the attention of U.S. teens, among others, for nearly five
hours a day. Disturbingly, their time spent on social media is
strongly correlated with adverse mental health outcomes and with a
rapid rise in suicide rates starting around 2012. We've heard vivid
testimony about this from your other witnesses. Leading operators
are aware of the adverse effects of their practices but resist reform,
because it undermines their business models.

While we need multiple approaches to promote safety online, a
much better understanding of algorithmic curation practices is sure‐
ly one of the most important.

Canadians have begun calling for operators to be more transpar‐
ent about their curation practices. The Citizens' Assembly on
Democratic Expression recommended that digital service providers
“be required to disclose...the...inner workings of their algorithms”.
Respondents to the online consultation regarding this proposed on‐
line harms legislation noted “the importance of...algorithmic trans‐
parency when setting out a regulatory regime.” Your sister standing
committee, the Standing Committee on Public Safety and National
Security, has made a similar recommendation: “That the Govern‐
ment of Canada work with platforms to encourage algorithmic
transparency...for better content moderation decisions.”

Internationally, the U.S., the EU and others have developed or
are developing regulatory regimes that address online platforms' al‐
gorithmic practices. Most large social media services or online op‐
erators in Canada also operate in the EU, where they are already
subject to algorithmic transparency requirements found in several
laws, including the Digital Services Act. It requires that “online
platforms...consistently ensure that recipients of their service are
appropriately informed about how recommender systems impact
the way information is displayed, and can influence how informa‐
tion is presented to them.”

While Bill C-63 requires operators to provide detailed informa‐
tion about the harmful content accessible on the service, it is sur‐
prisingly silent on the algorithmic practices that are vital for deter‐
mining the accessibility, the reach and the effects of such content.
This lapse is easily remedied through amendments—first, by
adding a definition of “algorithmic content curation practice”, and
second, by adding requirements for the inclusion of algorithmic
content curation practices in the digital safety plans in clause 62
and in the electronic data accessible to accredited persons in clauses
73 and 74. I will offer specific amendment wording in a written
submission.
● (1215)

Thank you for your attention, and I welcome your questions.
[Translation]

The Chair: Thank you very much.

Mr. Rousseau, you now have the floor.
Mr. Guillaume Rousseau (Full Professor and Director, Grad‐

uate Applied State Law and Policy Programs, Université de

Sherbrooke, As an Individual): Good morning, everyone. Thank
you for inviting me to speak to Bill C‑63.

I apologize for my appearance. I had surgery yesterday, which is
why I'm wearing a bandage. Although I have a few scars on my
head, my mind is working fine. I should be able to make this pre‐
sentation and answer your questions.

As a constitutional lawyer, I mainly want to draw your attention
to the issue of freedom of expression and, since I'm from Quebec, I
also want to draw your attention to the fact that Bill C‑63 is very
similar to Bill 59, which was studied in Quebec in 2015 and 2016.

For those who, like me, fought against Bill 59, it's a bit like
Groundhog Day, since Bill C‑63 contains extremely similar ele‐
ments, including the prohibition on hate speech. This reminds us of
the extent to which Quebec and federal jurisdictions are not always
sufficiently exclusive and that there is a lot of overlap. I will stop
my digression on Canadian federalism here, but I would like to
point out in passing that I have just tabled a report with the Quebec
advisory committee on constitutional issues within the Canadian
federation. If you're interested in this issue, you should know that a
report has just been submitted to the Government of Quebec.

Bill 59, which was studied in 2015 and 2016, banned hate
speech, and it was considered very problematic in terms of freedom
of expression. In the end, the government of the day decided to set
aside part of the bill and not adopt the hate speech component of
the bill in order to keep the other part of the bill, which was much
more consensual and dealt in particular with the regulation of un‐
derage marriages. With respect to Bill C‑63, I hope we are prepar‐
ing for a similar outcome.

I think the bill contains a lot of interesting things about sexual
victimization and “revenge porn”. I believe the equivalent term in
French is “pornodivulgation”. I think this whole area of protecting
minors and protecting them from sexual victimization is very im‐
portant. However, everything to do with hate seems much more
problematic to me.
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Sometimes, people talk about splitting the bill, saying that part 1
isn't a problem, and that parts 2 and 3 are more problematic. For my
part, I draw your attention to the fact that, even in part 1, the defini‐
tion of harmful content includes content that promotes hatred. Even
in part 1, there's this mix between the issue of protecting minors
from certain elements of pornography and the issue of hate. In my
opinion, if we want to rework the bill properly, we must not only
not adopt parts 2 and 3, but also eliminate hate from part 1.

The problem with everything to do with hate in the bill is that the
definition is very vague and very broad. Hate is defined as detesta‐
tion and defamation, but the definitions of detestation and defama‐
tion often include a reference to hate. It's all a bit circular. It's very
vague and, for that reason, it's very difficult for litigants to know
what their obligation is, to know what they can and cannot say.

I understand that this definition is inspired by the Supreme
Court's Whatcott case, but there are two problems in this regard.

First, this definition was given in a human rights case, but here
we want to use it as a model in criminal law. In terms of evidence,
in particular, these two areas are very distinct. Second, I understand
why we are taking our cues from the Supreme Court when it comes
to definitions, because that means that the provision of the act is
less likely to be struck down. I understand it on a technical level,
but on the substance, a definition that isn't clear and isn't good isn't
clear and isn't good, even if it comes from the Supreme Court.

I want to repeat this famous sentence: The Supreme Court is not
final because it is infallible, it is infallible because it is final.

As legislators, you really have to ask yourself whether the defini‐
tion is clear rather than just whether it is the Supreme Court's defi‐
nition. Ultimately, if you absolutely want to have a definition in‐
spired by the Supreme Court, I would recommend the definition in
the Keegstra decision, which is more of a criminal decision. It's a
little clearer and a little less problematic than the Whatcott inspired
definition.

That said, if you go along with what I'm proposing and remove
the hate component from the bill, it will raise the following ques‐
tion: If we create a bill that is more targeted on sexual victimization
and the protection of minors, will we need a commission, an om‐
budsperson, an office and all the bureaucracy that is planned when
the purpose of the act is more limited? We will therefore have to
rethink the bill so that it is less bureaucratic.

Finally, I draw your attention to the fact that the bill should in‐
clude the abolition of exemptions that allow hate speech in the
name of religion. We were talking earlier about Bill C‑63 and
Bill C‑412, but there's also Bill C‑367, which I invite you to study.
● (1220)

Thank you.
The Chair: Thank you.

[English]

Now we go to Ms. Baron, please.
Ms. Joanna Baron (Executive Director, Canadian Constitu‐

tion Foundation): Good afternoon. Thank you for the opportunity
to present before this committee.

I represent the Canadian Constitution Foundation, a national le‐
gal charity that defends fundamental freedoms. We have participat‐
ed in Whatcott, Fleming, Ward and other seminal Supreme Court of
Canada decisions on freedom of expression. We view this bill, Bill
C-63, as posing a grave threat to all Canadians' right to free speech
and a flourishing democracy.

We welcome the minister's announcement that he intends to split
the bill with regard to parts 1 and 4, but we remain concerned about
the constitutionality of aspects of part 1, as well as parts 2 and 3 in
their entirety.

First I'll address portions of the bill that expand sanctions for of‐
fences related to hate speech, including “harmful content” and
“content that foments hatred”. I am referring to both the mandate of
the new digital safety commissioner, created in part 1 of the bill,
and the expanded penalties for hate crimes in part 2.

Part 1 of the bill imposes obligations on an operator to “imple‐
ment measures that are adequate to mitigate the risk that users...will
be exposed to harmful content”. This includes “content that fo‐
ments hatred”. This office will cost around $200 million over five
years and impose fines up to the millions of dollars on platforms.

Part 2 of the bill, meanwhile, increases penalties for existing hate
crimes, including promoting genocide, now punishable with up to
life. It also creates a new stand-alone offence, in proposed section
320.1001, for any federal offence motivated by hatred, now punish‐
able up to life.

As the previous witness mentioned, and I agree with many of his
comments, hate speech is an inherently subjective concept. These
expanded penalties and regulatory obligations pose a risk of gross
disproportionality and excessive chill of protected expression. In
Whatcott, the Supreme Court of Canada said that hatred encom‐
passes only the most “extreme manifestations [captured] by the
words 'detestation' and 'vilification'”. Only that type of speech can
be penalized without violating the charter.

Bill C-63 adopts this language in proposed subsection 319(7):
“hatred means the emotion that involves detestation or vilification”.
But “detestation” is really just a synonym for “hate”, and vilifica‐
tion is a highly subjective concept. We are in a present moment of
passionate and often fraught disagreement in our society, where a
lot of claims are made that are understood differently depending on
context.
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For example, calling someone a Zionist currently may land as
vilification or, more dubiously, promotion of genocide, or as praise,
depending on the speaker and the audience. Just a few days ago, a
former CBC producer, Shenaz Kermalli, accused MP Kevin Vuong
of hateful expression for posing with an individual wearing an “F
Hamas” sweatshirt on social media. That's the problem with crimi‐
nalizing language. It's subjective. It shifts depending on context.

These concerns become pressing with the expanded sanctions
proposed in part 2. Even if our judges can be relied upon to respect
the principles of proportionality when sentencing an offender under
section 320, for example, the range of available sentences in the
law will now include life imprisonment. It's not a frivolous possi‐
bility that prosecutors can refer judges to a range of sentencing up
to life imprisonment for a crime such as vandalism if it is alleged
that the crime was motivated by hate.

The reality is that it's virtually impossible to identify in advance,
predictably, a line that separates the merely “awful but lawful”
from criminal hate speech. This lack of clarity poses an urgent
threat to online discourse, which is our current town square and
should brook this type of passionate and adversarial disagreement.
When these types of sanctions are in play, everyone has an incen‐
tive to err on the side of caution. Platforms will flag and remove
content that is actually protected expression, and individuals will
self-censor.

Finally, I will briefly address part 3 of the bill. It brings back a
civil remedy for online hate speech, which allows members of the
public to bring complaints before the Canadian Human Rights
Commission. This would be disastrous. You should not go forward
with this proposal. Even if most alleged instances are dismissed for
not meeting the threshold of hate speech, the penalties for individu‐
als found liable—up to $50,000 paid to the government
plus $20,000 to the victim—are severe enough that we can infer
that the new regime will lead to large amounts of soft-pedalling of
expression for fear of skirting the line. It will interfere severely
with press freedom to publish controversial opinions, which are
necessary for a flourishing civil society. Finally, process is punish‐
ment, even if the case does not proceed. We will see more people
punished for protected expression.
● (1225)

Thank you. I welcome your questions.
The Chair: The time is 12:26. I will guard time effectively to

get us to one o'clock.

We will start with the first round, and we'll leave it at six minutes
each.

MP Rempel Garner, go ahead for six minutes, please.
Hon. Michelle Rempel Garner: Thank you, Madam Chair.

Ms. Baron, I'd like to focus my line of questions on clause 140 in
part 1 of the bill, which lists the different types of powers that the
regulator has to make and enforce regulations. I note there are over
25 different areas that the regulatory body would have the power to
regulate on. Are you concerned, given the broad terms that are used
in this bill, like “harmful content”, that Parliament is ceding both
rule-making and enforcement capacity to this regulator in such a

broad way that it could have serious implications on things that you
mentioned, like press freedom and freedom of speech?

Ms. Joanna Baron: Yes, absolutely. My understanding is that
the platforms are not clear on how this is actually going to work.
They've had some conversations, and all of this is said to be worked
out later. From what we know, this will come down to a lot of these
decisions about speech that is, perhaps, close to the line and highly
subjective. Much of it we know will end up being protected expres‐
sion, even if it offends certain people or hurts certain people's feel‐
ings. Those decisions will come down to government-appointed bu‐
reaucrats or, you know...mindful of the severe financial conse‐
quences of running afoul of the bill for platforms.

Hon. Michelle Rempel Garner: Thank you.

It seems to me that having a regulator without a legislated duty
of care that includes clearly defined terms on what online platforms
would be responsible for is putting the cart before the horse in a po‐
tentially dangerous way. That's from the perspective of both delay‐
ing action that could protect victims and also allowing opportuni‐
ties for an unelected regulator to place significant restrictions on
speech without legislative oversight.

Would you characterize that as an accurate fear in this situation?

Ms. Joanna Baron: Yes, I think that the goals the government
has spoken about in protecting children and victims of revenge porn
are pressing. It's unconscionable to create a new, $200-million reg‐
ulator to combat those very specific harms.

Hon. Michelle Rempel Garner: Would you say that it would be
more effective for the government, and perhaps for all parties, to
spend time debating a legislated list of responsibilities for online
platforms prior to abdicating responsibility? The better first step,
prior to looking at a regulator, would be for Parliament to define
what that responsibility is.

Ms. Joanna Baron: I think that's fair.

Hon. Michelle Rempel Garner: Thank you.

Clause 140, particularly paragraph (h), gives the regulator pow‐
ers to essentially label so-called harmful content. In that, I read it as
the regulator would have almost greater authority than the Canadi‐
an Human Rights Commission currently has to regulate speech, in a
very undefined way.

Would you characterize that as an accurate take?

● (1230)

Ms. Joanna Baron: I would say it's very vague and virtually
unchecked.

Hon. Michelle Rempel Garner: I don't think that part 1 can
proceed. Fundamentally, for me, I am being asked as a legislator to
abdicate my power to an unelected regulator to regulate speech in
very broad terms. What do you think about that?
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I fundamentally think that's wrong, and I think it's lazy on the
part of the government, as opposed to actually putting forward leg‐
islation—which Conservatives have done, with Bill C-412—as a
starting point that could define what online platforms are, as op‐
posed to just porting that responsibility, with potential impinge‐
ments on civil liberties, to an unelected regulator.

Ms. Joanna Baron: I think part 1 should not proceed. The ob‐
jectives of protecting children and online victims are pressing, but
there are other ways of enforcing that.

We also know there are huge problems in the courts right now
where individuals who are accused of child predation aren't even
being tried because of backups in the criminal courts. There are
many things we should look at before we look at creating a three-
headed hydra.

Hon. Michelle Rempel Garner: Thank you.

Conservatives have tabled Bill C-412.

Would you recommend to this committee that perhaps we should
be starting with a review of what should actually be in a list of re‐
sponsibilities for online operators and debating that, as opposed to
just porting unfettered powers into an unelected regulatory body
that will cost $200 million?

Ms. Joanna Baron: Yes.

You haven't asked me to comment on the substance of Bill
C-412. We do have some concerns with some of the categories that
are listed in Bill C-412, but I do think it is worthy of further study
and consideration. I'm happy to talk about the categories we have
concerns with.

Hon. Michelle Rempel Garner: Fair enough. The whole point
of Bill C-412 was to have an open debate about what platforms
would be responsible for, rather than just porting that behind closed
doors into an unelected regulator and giving it unfettered power to
regulate speech or impinge on civil liberties.

Do you think that's something the government or any member on
this committee should endorse?

Ms. Joanna Baron: I'm not making any specific endorsements,
but I do think proceeding by way of law rather than regulation has
benefits.

Hon. Michelle Rempel Garner: Thank you.
The Chair: Thank you, Ms. Rempel Garner.

We will now move for six minutes to MP Brière.
[Translation]

Mrs. Élisabeth Brière (Sherbrooke, Lib.): Thank you,
Madam Chair.

Good afternoon to all our witnesses.

Mr. Rousseau, it's a pleasure to have you here. I wish you a good
and speedy recovery.

In your opening remarks, you said that creating the ombudsper‐
son position and the commission would only increase bureaucracy.
I don't know if you were here, but we just heard from Ms. Panas
that her life is difficult every day, that she experiences hate online

and on the street and that there is no process in place right now,
which is a real problem. This process would make a big difference.

I'd like to hear your comments on that.

Mr. Guillaume Rousseau: Thank you for your very good ques‐
tion. I appreciate it in particular, since it was asked by the member
for Sherbrooke, the member who represents me.

If the committee accepted my recommendation and decided that
the bill should focus only on the issue of sexual victimization and
revenge porn, rather than also include the hate component, that's
where the issue of bureaucracy arises. The fact that the issue of sex‐
ual victimization has been mixed up with the issue of hate is prob‐
lematic, since we can agree on one part but not on the other. We are
mixing up two debates that aren't necessarily related. However, this
approach has the advantage of ensuring that there's a volume of
cases that perhaps better justifies the creation of the commission,
the ombudsperson and the office. That's what I wanted to bring to
your attention.

Considering the different points of view and the challenges relat‐
ed to freedom of expression, you could get away with focusing on
sexual victimization. Does that justify this question, which is more
targeted and very important? Does that justify the creation of these
three organizations? That's what I'm mainly drawing your attention
to. If we look for avenues other than creating this bureaucracy, we
can think of legal recourse by individuals, as legislation often al‐
lows. A person could initiate a lawsuit. If they've been a victim or if
they've suffered damages, they may be inclined to use that kind of
recourse. However, it raises other issues, such as access to justice.

Another possible avenue would be to imagine a fund dedicated to
victims of revenge porn or, more broadly, hate speech. That could
facilitate access to justice.

● (1235)

Mrs. Élisabeth Brière: Thank you for your response.

We heard from a mom whose little girl was abused. The family is
currently in court. As my colleague mentioned earlier, sometimes
people don't know where to turn or don't necessarily have the mon‐
ey to start legal proceedings.

Don't you think that would be a way to help them? I think we un‐
derestimate the scope of the problem when we aren't caught up in
these networks or platforms, or when our children aren't necessarily
affected by everything that happens online.

The testimony we've heard so far has been horrific. It's heart‐
breaking. Our goal is to be there to protect our children, to help
families and to reduce online hate, at the very least, if we can't
eradicate it.

Help us find the right way to do that.
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Mr. Guillaume Rousseau: That's a very good point. If we create
these three organizations, we will have to ensure that there is a cer‐
tain volume of business. If we deal with the more targeted issue of
sexual victimization and set aside the issue of hateful content, will
there be enough business to justify the creation of these three orga‐
nizations? That's the question I wanted to put to you.

At the other end of the spectrum, however, the danger is that too
many cases will be filed. If we add hate speech to sexual victimiza‐
tion, since the definition of harmful content is very broad, we could
end up with an extremely high number of people filing complaints.
This could result in very long delays. Generally speaking, adminis‐
trative tribunals offer slightly faster and less costly access to justice
than the courts, but some administrative tribunals are still over‐
whelmed by cases and there are very long delays. So we shouldn't
think that just because an administrative route is created, there will
necessarily be access to justice. It's difficult, but it's important to try
to anticipate the volume of cases we'll have and the resources we'll
need.

They said it was going to cost about $200 million. I think that es‐
timate comes from the Parliamentary Budget Officer. You would
think that with that kind of money, there would be relatively quick
processing, but hate and online sexual victimization are such broad
issues that it's quite likely there will be an extremely large volume
of cases, where some complaints will be warranted and others less
so, and you end up with a problem of access to justice. So I draw
your attention to that.

Mrs. Élisabeth Brière: I have only a few seconds left. Thank
you for being here, as well as all the witnesses who are with us to‐
day.

The Chair: Thank you very much, Mrs. Brière.

Mr. Fortin, you have the floor for six minutes.
Mr. Rhéal Éloi Fortin: Thank you, Madam Chair.

I would like to welcome the three witnesses. This is a good
group of witnesses. I'm pleased to have them here today. I just de‐
plore the fact that we have far too little time to ask such important
questions of such competent witnesses.

Mr. Rousseau, I also wish you a speedy recovery. First, I want to
mention that we haven't received your opening remarks. It's not
mandatory to send them, obviously, but you had some interesting
references. So if you have the opportunity to send them to us, I
would be very grateful.

I would ask the same of each of the witnesses.

That said, Mr. Rousseau, I'm going to address the issue of the
definition of hate. You told us that this is indeed a rather problemat‐
ic definition. You referred to a Supreme Court decision that con‐
tains, if I understood correctly, a definition that might be more ap‐
propriate, but I didn't really understand what decision it was about.

First, can you spell the name of the case in question for me so I
can write it down properly?

Second, what definition did the Supreme Court propose in this
regard?

● (1240)

Mr. Guillaume Rousseau: Thank you for your question.

I think I sent my notes, but maybe too late. I was told to send
them 72 hours in advance, and I think I did that last night. Perhaps
that's why you didn't receive them. They should be arriving a little
late. In the worst-case scenario, please don't hesitate to write me an
email, and I'll send you my notes in the next few days.

The definition proposed in the bill is inspired by the Supreme
Court decision in Saskatchewan (Human Rights Commission) v.
Whatcott. In my view, this definition is a bit too broad; it refers to
detestation and defamation, the definition of which refers to hate.
So it's a circular and vague definition. Also, it comes from a human
rights judgment. We know that human rights differ from criminal
law, particularly when it comes to the notion of intent. In human
rights, when it comes to discrimination, we focus mainly on the ef‐
fects, regardless of intent, whereas in criminal law, intent is at the
heart of the reflection. So it's really not the same logic. That's why
it's problematic to create a definition based on a human rights rul‐
ing in a bill that is part of a more criminal logic. In addition, the
definition is too broad.

I'd like to draw your attention to the decision in R. v. Keegstra,
which was rendered in 1990 and was repeated in Mugesera v.
Canada (Minister of Citizenship and Immigration). It defines hatred
as “an emotion of an intense and extreme nature that is clearly asso‐
ciated with vilification and detestation”. That seems to me to be a
bit narrower than the definition in the bill, which is inspired by the
Whatcott decision, which refers instead to detestation and defama‐
tion, since we're talking here about the intense and extreme nature
of emotion. The word “extreme” already prevents it from being in‐
terpreted too broadly. However, here too, we're talking about vilifi‐
cation and detestation, so we have somewhat the same problem. I'm
not telling you that the definition is perfect, but since it comes from
a criminal case, it's preferable to the definition set out in the What‐
cott decision.

Mr. Rhéal Éloi Fortin: Thank you, Mr. Rousseau.

When it comes to the aspect of individual freedoms provided for
in the charter, is it reasonable to think that a definition that is poorly
chosen, that is not the right one, could have consequences for free‐
dom of expression? The act could govern certain situations that it
shouldn't, and that could lead to lengthy and costly legal debates
that might not have taken place if we had a better definition.

Am I right to be concerned about that?

Mr. Guillaume Rousseau: You're absolutely right.

Obviously, the challenge is to protect vulnerable people who are
victims of revenge porn or hate speech while protecting freedom of
expression. That's your challenge.
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Where that balance is very concretely reflected, where it can be
found, is in the definition of hate. At the heart of this balance is the
definition of content that promotes hatred and the definition of hate.
I would draw your attention to the fact that you need to define this
very precisely. This concerns freedom of expression for two rea‐
sons.

First, if you define the concept of hate too broadly, the courts
will sanction people who have justly acceptable speech that, in an
open liberal democracy, should ideally be tolerated. There's that
risk.

Second, there is an even greater risk: if it isn't clear, litigants who
wish to speak won't know exactly whether their remarks could fall
within the scope of the act or not. A litigant might want to say
something that is just fine and not subject to the act. However,
since the definition isn't clear, the litigant could refrain from mak‐
ing that comment. That chilling effect is perhaps more problematic
than the risk of courts convicting people of actions that should be
protected by freedom of expression.

Mr. Rhéal Éloi Fortin: What you're telling me leads me to the
proposal you raised about abolishing religious exceptions.

Isn't that a case similar to what you're describing? The issue of
religious exceptions is so unclear that it can hinder the conduct of
trials. People don't know what they can and cannot say. It can be
harmful because Crown prosecutors don't know whether or not they
should prosecute someone.

What do you think?
Mr. Guillaume Rousseau: Indeed, it's the same kind of prob‐

lem: the exception isn't clear. The other advantage of abolishing the
religious exemption is that we don't need a ton of bureaucracy. We
would really be fighting hate speech without encountering the prob‐
lems of bureaucracy and costs that were raised earlier.
● (1245)

Mr. Rhéal Éloi Fortin: Thank you.
The Chair: Thank you very much.

[English]

Now we will go to MP MacGregor, please.
Mr. Alistair MacGregor: Thank you very much, Madam Chair.

Thanks to all the witnesses for joining us today. This is an impor‐
tant prestudy on a very important subject matter for a lot of Canadi‐
ans.

Professor Clement, I'd like to start with you, just on the subject
of artificial intelligence. The other hat I wear is that of a member of
the public safety committee, and at that committee we certainly
heard a lot of concern from a lot of experts about the rapid pace of
development in artificial intelligence. Can you tell this committee
what the role of artificial intelligence is with respect to algorithmic
content curation practices?

Prof. Andrew Clement: Thank you very much for that question.

“Artificial intelligence” is not a very well-defined term. It's used
very broadly, and it has multiple meanings, but we can think of it as
a set of algorithmic techniques. It's part of algorithmic practices on

the part of these companies. I prefer to use the term “algorithmic
intensification”, rather than “intelligence”, because these algo‐
rithms do not comprehend or understand content in the way humans
do, so they're very limited in their ability to moderate content, par‐
ticularly if it's going to be taken down.

AI is being used by the platforms particularly in order to keep
people on their site and to keep the content sort of flowing and peo‐
ple clicking and so on, and that they can be quite good at because
they can keep refining it. It's a statistical process. Also, as we've
heard, most recently with generative AI, it's being used to create
deepfakes, which can be deeply misleading. I think it's very impor‐
tant that when that is being done, it's clearly understood by the
users that this is not a real, authentic image. That doesn't address all
of the problems—like these AI friends that become seductive in
various ways—but it's a start.

Mr. Alistair MacGregor: Thank you.

In the course of the conversation around Bill C-63, my Conser‐
vative colleagues have mentioned one of their own bills, Bill
C-412. I want to mention another private member's bill, brought in
by my colleague MP Peter Julian, Bill C-292, the online algorithm
transparency act.

I'm just wondering if you could talk a little bit about the features
in that legislation and maybe how Bill C-63 might not be hitting the
mark of where we need to be in this space.

Prof. Andrew Clement: I did look at Bill C-292. In part, it in‐
spired my recommendations regarding algorithmic transparency,
because that is the main feature of that bill.

However, I think that what I'm proposing here around the
prospective amendments to define algorithmic transparency will go
beyond what your colleague has proposed in Bill C-292, in that his
definition refers only to personal information. There's a lot more in‐
formation that goes into the algorithmic practices. I think it's very
important that we understand all of the aspects of the way in which
online operators curate information.

I think it's a good start. I think Bill C-20 can go further. It needs
an algorithmic transparency amendment.

Mr. Alistair MacGregor: Thank you very much.

Ms. Baron, I'll turn to you for my last question.
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In your opening remarks, you were talking about the importance
of protecting freedom of expression, and you said this is the new
public square. One key difference, though, is that unlike the physi‐
cal town square, the digital town square is not a passive bystander.
We know that on platforms, those algorithms can play a role in am‐
plifying some content while suppressing other content. It can have
a very real effect of pushing some people into some pretty dark cor‐
ners.

We just heard from a witness in the previous panel, a member of
the LGBTQ community, who said that her ability to freely express
herself with the status quo is being hampered. How would you like
to tackle that? We're trying to figure out a way forward here. How
do we protect her ability to freely express herself, because the sta‐
tus quo is greatly impugning her right?
● (1250)

Ms. Joanna Baron: I didn't see the other witness's testimony,
but I will say that the beautiful thing about these online platforms is
that there are many of them. There's Bluesky. There's Twitter.
There's Instagram. There are different communities that have differ‐
ent norms. As we've seen since Elon acquired Twitter, many people
have chosen to migrate to Bluesky, and you have every right to do
so.

I think that putting down further government regulations, espe‐
cially when we see that apparently the result of that is the balloon‐
ing three-headed $200-million bureaucracy proposed in part 1....
The ends don't justify the means.

Mr. Alistair MacGregor: Would you have any comments on al‐
gorithmic transparency?

Ms. Joanna Baron: I'm sorry; I am a constitutional lawyer.
Mr. Alistair MacGregor: That's okay, no worries.

Thank you.
The Chair: Thank you, Mr. MacGregor.

Thank you to the witness.

Recognizing the time, 12:51, I'll move very quickly now to the
second round, and I'm going to abbreviate it a little bit.

Mr. Van Popta, you have four minutes.
Mr. Tako Van Popta (Langley—Aldergrove, CPC): Thank

you, Madam Chair.

Before I ask questions of the witnesses, I want to put forward the
motion of which I gave notice at the last meeting. We heard evi‐
dence earlier this week, and again today, of the rapid growth of on‐
line harms, particularly for our children. Professor Clement, I too
am a granddad, and I have an image of my innocent grandchildren
in my mind when I hear this evidence, so I'm very motivated to act
quickly on this. This has definitely become a global epidemic that
requires immediate action.

Now, happily, our Conservative private member's bill, Bill
C-412, addresses some of those issues in an immediate manner.
Therefore, Madam Chair, I move the following motion, and we're
asking for unanimous consent: That the committee urgently under‐
take a prestudy of Bill C-412, an act to enact the protection of mi‐
nors in the digital age and to amend the Criminal Code.

I'm asking for unanimous consent on that.
The Chair: Do we have unanimous consent?

Mr. MacGregor.
Mr. Alistair MacGregor: Can you read it one more time? Is it

the motion that was discussed last time?
Mr. Tako Van Popta: It is the same motion as last time.

An hon. member: No, it's a different motion.
The Chair: Would you mind reading it one more time?
Mr. Tako Van Popta: My apologies if it's different. It's the same

subject matter: That the committee urgently undertake a prestudy of
Bill C-412, an act to enact the protection of minors in the digital
age and to amend the Criminal Code.

The Chair: Do we have that?

There are a few hands up.

I have Mr. MacGregor first.
Mr. James Maloney: Can I clarify something?
The Chair: I think everybody wishes to clarify, but go ahead,

Mr. Maloney.
Mr. James Maloney: I assume the reason Mr. Van Popta is seek‐

ing unanimous consent is that this motion hasn't been circulated
prior to right now. Is that right?

Mr. Larry Brock: That's correct.
The Chair: Okay, so that's why we don't have it. Thank you for

the clarification, because I didn't have that.

I have Mr. MacGregor, and then I have Monsieur Fortin.

Mr. MacGregor.
Mr. Alistair MacGregor: It's a slightly differently worded mo‐

tion from what was distributed last time. I'm not going to say yes,
and I'm not going to say no at this point. I want some more time to
think about it.

I would move, Madam Chair, that we adjourn the debate at this
time.

The Chair: Mr. Van Popta asked for unanimous consent. It's ei‐
ther a yes or a no.

Do we have unanimous consent?
Mr. James Maloney: We do not.
The Chair: Thank you very much.

Mr. Van Popta, I'm going to let you continue with your time for
the questions.
● (1255)

Mr. Tako Van Popta: Thank you.

How much time do I have?
The Chair: I will give you two minutes. How's that? That's

probably very nice, to give you two minutes.
Mr. Tako Van Popta: Okay, that's good. Thank you.
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Thank you to all the witnesses.

Ms. Baron, I have a question for you. I'm reading from an article
written by you that was published in The Hub on February 28 of
this year. You said, “The internet is an ugly place.” I agree with
you. There's a lot of good, and there's a lot of ugliness. You said
that the online harms act is “a profoundly anti-free expression bill
that threatens draconian penalties for online speech, chilling legiti‐
mate expression by the mere spectre of a complaint to the Canadian
Human Rights Commission or the new Digital Safety Commission
of Canada.”

Now, you heard that the minister has parsed parts 2 and 3 out of
this bill, so I'm assuming it's a less offensive bill. Here's my ques‐
tion for you. In your opinion, if we were to also remove part 1, so
all that's left is part 4, would that be a good stand-alone bill? Could
that work together with Bill C-412 as well?

Ms. Joanna Baron: I think part 4 should be moved forward im‐
mediately. It's pressing and urgent, and I think it's really unfortunate
that this government has lumped it together with parts 1, 2 and 3,
which are entirely different.

As for Bill C-412, it does have language that is disconcertingly
vague to us—content that can lead to loneliness, content that con‐
stitutes bullying, content that is harmful to dignity. This is also
vague and could lead to takedowns of protected content. I think that
bill needs to be debated and studied further.

Mr. Tako Van Popta: That's fair enough. Hopefully we will de‐
bate it, and hopefully you will be back to give evidence on that.

My question really is, could the two be debated at the same time?
Ms. Joanna Baron: I believe so.
Mr. Tako Van Popta: One doesn't contradict the other.
Ms. Joanna Baron: No.
The Chair: Thank you very much for that.

We will now go for four minutes, two minutes and two minutes,
and that will wrap it up.

Please go ahead, Mr. Maloney.
Mr. James Maloney: Thank you, Madam Chair.

Thank you to the witnesses.

Ms. Baron, I want to pick up on something you said in your
opening remarks. You've repeated several times that you're not in
favour of a digital safety commission and the process laid out in
part 1. You just made it very clear that you don't support Bill C-412
because it's too “vague”, which is a word that's been used by virtu‐
ally every witness who's been asked about it. We've had two cate‐
gories of witnesses on Bill C-412: They either didn't know about it
or didn't like it, so I'll leave that there.

But what don't you like about the idea...? You said in your re‐
marks, “there are other ways of enforcing that”, and then you went
on to criticize the court process. Where does that leave us?

Ms. Joanna Baron: Well, first of all, in the court process, we
can look at the causes of why we see shockingly lenient penalties
being meted out to those individuals who are convicted—

Mr. James Maloney: With all due respect, that's an entirely dif‐
ferent issue. We're talking about taking measures to remove stuff
from the Internet. It has nothing to do with penalties for people who
have been charged and convicted. Let's separate the two, if we can,
please.

Ms. Joanna Baron: I think there are just much more nimble and
focused approaches that could go after child sexual exploitation
materials and child predation, as well as revenge porn. You do not
need a $200-million regulator and commissioner. Also, the majority
of Canadians who are going to be affected by the provisions in part
1 are adults who are perhaps communicating spicy opinions online.
That is, luckily, the majority of individuals.

Mr. James Maloney: Okay. I'm asking you, then, what are these
nimble and useful approaches? So far, all I've heard you say is that
this one doesn't work and the courts are no good either, so what is
it?

Ms. Joanna Baron: It's perhaps a pared-down office that focus‐
es just on revenge porn and child sexual exploitation materials.

Mr. James Maloney: So it's some sort of bureaucratic mecha‐
nism, some sort of structure in place, just not the one that's being
proposed.

Is that what you're saying?

Ms. Joanna Baron: It's not my job to present the precise mecha‐
nism. It's my job to point out a mechanism that would be less of‐
fending of constitutional rights.

Mr. James Maloney: Okay, well, it's our job to come up with a
mechanism and come up with a solution. When witnesses like you,
who come here with a certain level of expertise, criticize what's be‐
ing proposed, I would really like to hear your thoughts on alterna‐
tives. That's why I'm asking if you have any. If you don't, then that's
fine too.

Ms. Joanna Baron: I think I've said all that I have to say about
what a future response should look like.

● (1300)

Mr. James Maloney: All right.

Now, you said something else that intrigued me. I guess this is
sort of the Internet or social platforms self-regulating. You said that
people can migrate from one platform to another. How does migrat‐
ing from Twitter or Facebook over to Bluesky, which is the current
popular social media platform, help address the concerns of the
mothers, the families and the victims we've heard from in this study
on previous occasions? That does nothing, other than that they go
to a nicer platform. How does that address issues like the dark web?
How does that create a solution for these families that are victims?
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Ms. Joanna Baron: To be clear, I was answering that question
in the context of a witness who spoke about feeling unsafe while
communicating on social platforms. I was not answering it in the
context of child predators. I think that, clearly, all of the platforms
are aware that this content gets distributed. They have algorithms.
They have ways to flag it and remove it much faster. No doubt,
tragedies still happen. To the extent possible, I think that should be
addressed. My comment about migrating to Bluesky was in an en‐
tirely different context.

Mr. James Maloney: If I could sum up your testimony, you're
here saying that we need to take some drastic steps to protect chil‐
dren and create a safer online environment, but you're offering no
solutions or a way to do that.

Ms. Joanna Baron: I'm saying that existing penalties ought to
be enforced. Do you think this content is not already criminalized?
Of course it is.

Mr. James Maloney: But it's not being removed from the online
world, is it? That's what this bill is about.

Thank you.
The Chair: Thank you very much for that.

[Translation]

Mr. Fortin, you now have the floor for two minutes.
Mr. Rhéal Éloi Fortin: Thank you, Madam Chair.

Ms. Baron, I thought I saw on your LinkedIn page that you speak
French; I'll take advantage of that.

I won't make you repeat what you've already said, but I'd like to
bring you to another topic addressed by Mr. Rousseau, which is the
abolition of religious exceptions in the Criminal Code.

Bill C‑373 has been introduced, and it provides for the repeal of
paragraphs 319(3)(b) and 319(3.1)(b) of the Criminal Code. These
are provisions that serve as a defence for hate speech or anti-
Semitic speech, as long as it is based on a religious concept that we
believe in and defend in good faith. In my opinion, the spread of
hatred seems a bit difficult to accept as part of a religion. I would
say that 99% of religions are based on love and communal harmo‐
ny, not on the spread of hate.

Is it a good idea to abolish these defences of religious exception?
I'd like to hear your thoughts.
[English]

Ms. Joanna Baron: I think it's a very complicated question. I
think there are inherent problems with criminalization of speech al‐
together. Having said that, I think that, as a secular, pluralistic soci‐
ety, if we're going to deem something as hate speech, it should be
hate speech whether it's based in the individual's religious belief or
whether it's based in some secular philosophy.
[Translation]

Mr. Rhéal Éloi Fortin: Only a minute and a half has gone by,
and I feel like I've covered the issue. Ms. Baron, thank you for your
clear answer.

I'm going to give the remaining minute of speaking time to my
NDP colleague.

The Chair: Thank you very much, Mr. Fortin.

Mr. Rhéal Éloi Fortin: I would still like to take this opportunity
to thank all the witnesses for being with us today.

The Chair: Mr. MacGregor, you have the floor for the final two
minutes.

[English]

Mr. Alistair MacGregor: Thank you, Madam Chair.

Ms. Baron, I guess I want to talk to you about your views on the
responsibilities that social media companies should assume. An ex‐
ample was given in the previous panel about how Instagram sud‐
denly made private the accounts of everyone who was 16 or
younger, because there were people who were going through those
images and trying to find ways to approach young teens. Instagram
could have done this 10 years ago, but they did it now because
there was the threat of regulation coming their way.

These social media companies have algorithms that can amplify
certain content and suppress other content. What is your view on
the government's role in making these social media companies have
some basic standards of practice that allow people to safely partici‐
pate online? Again, one day it might be freedom of expression
that's being compromised, people being able to freely express
themselves. The great fear is that this can follow them from the on‐
line space and manifest itself physically. People are feeling that
their actual lives are in danger.

What are your views on how we approach the subject of making
social media companies more responsible for making a safer online
space?

● (1305)

Ms. Joanna Baron: My instinct would be to say—and this is a
bit out of my zone of expertise—that when it comes to children and
their use of social media, I think parents are primarily responsible,
to be honest. I don't think the government should take the place of
parents supervising—

Mr. Alistair MacGregor: Isn't the government's main job to
protect its citizens? I understand your point there, but at some point
we need to use the collective power of the state to at least make
these social media companies a little bit more responsible. I think
that's just what I'm asking for.

The Chair: Thank you.

Thank you very much to our witnesses who appeared in person
and virtually. I wish everybody a wonderful, safe rest of today.

Thank you very much to the committee members for a wonderful
session. I wish you all a very nice Christmas holiday season, and I
will see you in January.
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I am going to suspend now. Thank you. [The meeting was adjourned at 4:40 p.m., Monday, January 6,
2025. See Minutes of Proceedings]
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